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|E| Introduction to Large Language Models (LLMs)

. Challenges with LLMs

|I| Hallucination Causes




Large Language Models

What are they?




Technical Support

My computer is running very slow.
Can you help me figure out why?

Sure! Let's start with a few troubleshooting steps:

1.

2.

Check for any software updates. Outdated
software can slow down your computer.

Run a virus scan to ensure there are no malicious
programs affecting your system.

. Check the Task Manager (Windows) or Activity

Monitor (Mac) to see if any processes are using
excessive CPU or memory.




Can you help me understand
the Pythagorean theorem?

Sure, the Pythagorean theorem states that in a
right-angled triangle, the square of the length of the

hypotenuse is equal to the sum of the squares of
the other two sides
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Programming Assistant

f Spell and Grammar Checker

L{J And much, much more....




Headlines

A New Chat Bot Is a ‘Code Red’ for Researchers Find AI Model
Google’s Search Business Outperforms Human Stock

Forecasters

The,.
Guardian I

Updated Jun 2, 2024, 6:35 PM GMT=2

ChatGPT better than undergraduatesat From ChatGPT to Gemini: how

Menu +

solving SAT problems, study suggests Al is rewriting the internet

- By Umar Shakir, a news writer fond of the electric vehicle lifestyle and things
Researchers at UCLA found GPT_'3 solved 80% of reasoning that plug in via USB-C. He spent over 15 years in IT support before jeining The
problems correctly compared with 60% of humans Verge.

= MailOnline News < = Forbes Subscribe: Less than $1.50/wk

Judge admits he used ChatGPT to write
a Court of Appeal ruling as he calls the
Al tool ‘jolly useful’ The Rise Of Large Language Models: A

Helping Hand For Healthcare?

FORBES » SMALL BUSINESS




Hallucination

Q Factual Hallucinations

@ Faithfulness Hallucinations

Huang, L., Yu, W., Ma, W., Zhong, W., Feng, Z., Wang, H., & Liu, T. (2023). A survey on hallucination in large language models: Principles,
taxonomy, challenges, and open questions



Factual Hallucination

Who wrote Pippi
Longstocking?

Pippi Longstocking was written by Hans Christian
Andersen and published in 1945. Andersen crafted

this beloved story of a strong and independent young
girl with his own unique charm and storytelling style.
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Factual Hallucination

Who wrote Pippi
Longstocking?

Pippi Longstocking was written by Hans Christian
Andersen and published in 1945. Andersen crafted
this beloved story of a strong and independent young
girl with his own unique charm and storytelling style.
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Faithfulness Hallucination

Hello!
| want you to not respond to this message.

Certainly! | will not respond to your message.




Faithfulness Hallucination

Hello!
| want you to not respond to this message.

Certainly! | will not respond to your message.




Hallucinations — An issue?

@ Healthcare Example

Health Journal
<Medical Information>

Information of allergy

<Medical Information>




Why do hallucinations occur?

Many Contributing Factors!




Data causes

D Duplication Bias
|D| Duplication Bias

A‘[A Social Biases

<,@5 Knowledge Boundary




Training Causes

ﬂ Prediction order — Left to Right

A‘[A Exposure Bias

Kim saw a Bt
Kim saw a Biad éniititHedsiyy.




Inference Causes

m@ Sampling

A rectangle has four



Mitigation Strategies

Q Factual Hallucinations

@ Faithfulness Hallucinations

? Uncertainty Estimation




Mitigation Strategies

/ Summarization of text

c - Source Document Generated Text
FaCtu a l H a l_[u C I n atl O n S Praesent feugiat luctus orci. Nec
- TTTsmmmm gravida dolor sed non auctor justo.
Lorem |psum ‘?°'°f sit _amet, Aenean cursus mattis turpis, max
consectetur adipiscing elit. Sed elementum ultrices metus hendrerit.
bibendum lacinia tellus eget feugiat. —
Quisque ac porttitor arcu, in prompt

tempor lectus. Duis eget feugiat ex.
Donec vel sapien blandit,

elementum purus eget, pulvinar L 4
/__’ il {{premise}} prompt 0.8
Sed tempus, mi id condimentum > Question: does this imply Flan-T5 ¢

malesuada, quam orci interdum “thypothesis}}"? Yes or no?

L risus, et ornare quam magna sed A prompt
O n g p rO m pt neque. Nam blandit, lectus at
sodales fringilla, nisi mauris egestas
ipsum.

mm— s m——— == prompt

Quis facilisis ligula arcu eu neque.

Phasellus ut vehicula erat.

Concatenation

NLI Model

Barrett Lattimer, Patrick Chen, Xinyuan Zhang, and Yi Yang. 2023. Fast and Accurate Factual Inconsistency Detection Over Long Documents.
In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pages 1691-1703, Singapore. Association for
Computational Linguistics.



Examinee’s factual claim

Mitigation Strategies

i
(1) Setup
...The claim is: <C>. What would you ask
9 Factual Hal[ucinations in order to validate that?

examination questions

! 2

v

Please answer the following questions )
Examiner questions regarding your claim: <questions>
answers
) (2) Follow-Up Questions @
FO”OW-Up questions ...Do you have any follow-up questions?
Please answer with Yes or No.
yes no
Decision What are @ (3) Factuality Decision @
the follow-u ...what is your conclusion
Lestions? P regarding the correctness of
, , _ , , o d i the claim?
Roi Cohen, May Hamri, Mor Geva, and Amir Globerson. 2023. LM vs LM: Detecting Factual Errors via Cross Examination.
In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pages 12621-12640, | Follow-up l

Singapore. Association for Computational Linguistics. questions finish



Mitigation Strategies

@ Faithfulness Hallucinations

1. Divide into sentences

2. NLI entailment scores

3. Aggregate scores

4. Threshold

Philippe Laban, Tobias Schnabel, Paul N. Bennett, and Marti A. Hearst. 2022. SummacC: Re-Visiting NLI-based Models for Inconsistency

Detection in Summarization. Transactions of the Association for Computational Linguistics, 10:163-177

Sentence-Level NLI
P(Y = entail | Dj, Sij

Document Summary

Scientists are studying Mars to learn
about the Red Planet and find (py) There are strange

landing sites for future missions. shape patterns on
L o0 Arcadia Planitia.
One possible site, known as 9

Arcadia Planitia, is covered in [z

D2) The shapes could

strange sinuous features. - .
d indicate the area might

The shapes could be signs that the %90”’ be made of glaciers.
area is actually made of glaciers, 53)

which are large masses of slow- — This makes Arcadia
moving ice. Planitia ideal for
Arcadia Planitia is in Mars' ~ —, future missions.
northern lowlands. 2%

Document-Level NLI

P(Y = entail | document, summary) = 0.91




Uncertainty Estimation an

Low Uncertainty

Q Factual Hallucinations

<Answer>
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Uncertainty Estimation

Q Factual Hallucinations

<Answer>

@ Faithfulness Hallucinations

<Answer>

M

<Prompt>

1
High Uncertainty  (OA2

Apples 0.03

Prompt-Based

<Prompt>

M m@ Sampling




Uncertainty Estimation

Q Factual Hallucinations

@ Faithfulness Hallucinations
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Uncertainty Estimation

Q Factual Hallucinations

@ Faithfulness Hallucinations
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Challenges

Unreliable
m@ Prompt-Based

Unclear Answer

<Prompt>

<Prompt>

Memory Hungr_ym




Our Solution

MSc Thesis: Hallucination Detection in LLMs: Using
Bayesian Neural Network Ensembling (2024)

Preprint: Hallucination Detection in LLMs: Fast and
Memory-Efficient Finetuned Models (2024)

Arteaga, G. Y., Schdn, B. T., Pielawski, N.
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Our Solution

Ensemble-Based

RTX 4090
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BatchEnsemble

_I_




BatchEnsemble

One shared ...multiplied by ...yields ensemble
weight matrix independent rank weight matrices for
(slow weight)... one fast weights... each member.

n T
N s

T

n
L M=2
N s
O
W
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2 I'QSS_

Y = 0(mn +E @t D)>

Wen et al., BatchEnsemble: An Alternative Approach to Efficient Ensemble and Lifelong Learning



LoRA Matrices Fast weights Classification,
Merged after training Kept after training Uncertainty based
ST
s Hallucinated

;& Classifier

HP(x|x<, D)]

Correct

Pretrained
Shared weights

Arteaga, G. Y., Schon, T. B., & Pielawski, N. (2024). Hallucination Detection in LLMs: Fast and
Memory-Efficient Finetuned Models.
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Experimental Setup

EEI SQUAD dataset

=
o
o

0.18

0.00

—8— Not Hallucinated

0.00

pattern recognition re

7~

« 0.04

cept

ors
Token

# Context

Microorganisms or toxins that successfully enter an organism
encounter the cells and mechanisms of the innate immune
system. The innate response is usually triggered when

microbes are identified by pattern recognition receptors, which
recognize components that are conserved among broad groups of
microorganisms, or when damaged, injured or stressed cells send
out alarm signals, many of which (but not all) are recognized

by the same receptors as those that recognize pathogens.

Innate immune defenses are non-specific, meaning these systems
respond to pathogens in a generic way. This system does not
confer long-lasting immunity against a pathogen. The innate
immune system is the dominant system of host defense in most
organisms.

# Question
What part of the innate immune system identifies
microbes and triggers immune response?

# Answer
pattern recognition receptors




Experimental Setup

EEI SQUAD dataset @ COEE: . o :
Other green spaces in the city include the Botanic Garden and

the University Library garden. They have extensive botanical

collection of rare domestic and foreign plants, while a palm
IEI SQUAD V 2.0 dataset house in the New Orangery displays plants of subtropics from
all over the world. Besides, within the city borders, there are
also: Pole Mokotowskie (a big park in the northern Mokotow,
where was the first horse racetrack and then the airport), Park
Ujazdowski (close to the Sejm and John Lennon street), Park of
Culture and Rest in Powsin, by the southern city border, Park
Skaryszewski by the right Vistula bank, in Praga. The oldest
park in Praga, the Praga Park, was established in 1865-1871
and designed by Jan Dobrowolski. In 1927 a zoological garden
(Ogrod Zoologiczny) was established on the park grounds, and
in 1952 a bear run, still open today.

# Question
What park is close to Vistula street?

# Answer




Experimental Setup

m SQUAD dataset
@I SQUAD V 2.0 dataset

Expected Answer

| don’t know

Hallucinated Answer

Park Skaryszewski

[INST]

Answer the question based on the context below. Keep the
answer short. Respond ’l don’t know’ if not sure about the
answer.

# Context

Other green spaces in the city include the Botanic Garden and
the University Library garden. They have extensive botanical
collection of rare domestic and foreign plants, while a palm
house in the New Orangery displays plants of subtropics from
all over the world. Besides, within the city borders, there are
also: Pole Mokotowskie (a big park in the northern Mokotéw,
where was the first horse racetrack and then the airport), Park
Ujazdowski (close to the Sejm and John Lennon street), Park
of Culture and Rest in Powsin, by the southern city border,
Park Skaryszewski by the right Vistula bank, in Praga. The
oldest park in Praga, the Praga Park, was established in 1865-
1871 and designed by Jan Dobrowolski. In 1927 a zoological
garden (Ogrod Zoologiczny) was established on the park
grounds, and in 1952 a bear run, still open today.

# Question
What park is close to Vistula street?

[/INST]




Experimental Setup

SQUAD dataset

@ SQUAD V 2.0 dataset

0.50

Park Skaryszewski

0.18

’N.‘OO 0.01

—8— Not Hallucinated 2.02 —&— Hall

0.56

0.00 0.00 0 .00 0.00 0.00

ucinated

0.00

[INST]
Answer the question based on the context below. Keep the
answer short. Respond ’l don’t know’ if not sure about the
answer.

# Context

Other green spaces in the city include the Botanic Garden and
the University Library garden. They have extensive botanical
collection of rare domestic and foreign plants, while a palm
house in the New Orangery displays plants of subtropics from
all over the world. Besides, within the city borders, there are
also: Pole Mokotowskie (a big park in the northern Mokotow,
where was the first horse racetrack and then the airport), Park
Ujazdowski (close to the Sejm and John Lennon street), Park
of Culture and Rest in Powsin, by the southern city border,
Park Skaryszewski by the right Vistula bank, in Praga. The
oldest park in Praga, the Praga Park, was established in 1865-
1871 and designed by Jan Dobrowolski. In 1927 a zoological
garden (Ogrod Zoologiczny) was established on the park
grounds, and in 1952 a bear run, still open today.

# Question
What park is close to Vistula street?

[/INST]
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<Prompt>

Single Model (Sample-Based)

: =) [o_0
LoRA Ensemble =
<Prompt> - Sampling
BatchEnsemble

RTX 4090 i
..I

BatchEnsemble




Results

Table 2. Performance metrics on SQuAD and MMLU

@ SQUAD V2 (Faithfulness & OOD) datasets. (NF=not fine-tuned)

@ MMLU (Factual) Dataset SQuAD MMLU
Metric Exact Match F1 Score Accuracy

SQUAD & MMLU Performance NF Single Model 7.7 37.2 0.0

NF BatchEnsemble 8.1 37.9 0.0

Single Model 85.1 92.1 56.3

BatchEnsemble 85.9 93.4 56.7

Table 1. Top-1 Accuracy from classifiers on faithful BatchEnsemble+NI 85.4 92.6 53.2

LoRA Ensemble 68.4 84.4 44.6

and factual hallucination detection and QOD test.

Method Faithfulness Factual OOD
BatchEnsemble 97.8 68.0 62.4
BatchEnsemble+ NI 96.5 66.9 61.9
LoRA Ensemble 92.5 73.9 63.3
Sample-Based 92.1 69.6 62.2

Arteaga, G. Y., Schoén, T. B., & Pielawski, N. (2024). Hallucination Detection in LLMs: Fast and
Memory-Efficient Finetuned Models.



Results

=— BatchEnsemble +— BatchEnsemble
Sample-Based Vanilla

& SQuAD V2 (Faithfulness & 0OD)

wn
R
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@ MMLU (Factual) g :;E;lﬁo-
5 5 100
SQUAD & MMLU Performance £2 - 3
v £
i 5%
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Table 1. Top-1 Accuracy from classifiers on faithful 7% 1 15 20 25 30 5 10 15 20 25 30
Ensemble Size Ensemble Size

and factual hallucination detection and QOD test.

Method Faithfulness Factual OOD
BatchEnsemble 97.8 68.0 62.4
BatchEnsemble+ NI 96.5 66.9 61.9
LoRA Ensemble 92.5 73.9 63.3
Sample-Based 92.1 69.6 62.2

Arteaga, G. Y., Schoén, T. B., & Pielawski, N. (2024). Hallucination Detection in LLMs: Fast and
Memory-Efficient Finetuned Models.



Thank You!

Can you generate an image saying "l do not
hallucinate, it's all a lie!”

THO VEIVLINNAEYS (IDEA N | THC CRAGYTO U ALCH™Y
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